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Variable-length codes were investigated in depth for the first time by Schiitzenberger
(1955), by linking the theory of codes with classical noncommutative algebra. Briefly, a
language X over a finite alphabet A is a code if and only if any word w in X* admits a
unique factorization in elements of X [2]. The test for codes goes back to Sardinas and
Patterson (1953) and involves the definition of a set of words computed starting from X,
which contain the suffixes of tentatives of two factorizations of w. If X is a regular set,
the test ends and allows us to decide whether X is a code by checking if the empty word
belongs to one of the above mentioned sets [1]. When X is a finite set, efficient algorithms
have been designed by using different approaches (see [2]). All these algorithms run in
in O(nL), where n is the cardinality of X and L is the sum of the lengths of the words
in X. The problem of testing whether a recognizable set is a code is a special case
of a well-known problem in automata theory, namely testing whether a given rational
expression is unambiguous. If X is a regular set which is not finite, no one of the previous
algorithms can be applied. In [1, 2] it is shown that, if X is given by an unambiguous
automaton A4, i.e., such that for each pair (p,q) of states there is no word which is the
label of two different paths from p to ¢, a procedure can be applied. The main idea is to
replace the computation on words by a computation on paths labelled by words. Thus,
the uniqueness of factorizations for a code corresponds to the uniqueness of paths in the
unambiguous automaton. We can determine whether a set X given by an unambiguous
automaton A is a code, by computing A*, that recognizes X*, and testing whether A* is
unambiguous [1, 2]. This can be done by inspecting the square automaton S(.A*), looking
for paths of the form (p,p) = (r,s) — (q,q), with r # s states of A. If such a path
is found, then X is not a code. This can be tested in linear time in the number of the
edges of S(A*), i.e., in O(n?) where n is the number of the states of A. However, if X
is specified by means of an ambiguous finite state automaton A, the previous technique
cannot be applied. In addition, in order to make A unambiguous, in the worst case, it is
not possible to avoid the exponential explosion of the number of the states. In [1, 2] is
presented the flower automaton Ap(X) as a universal automaton recognizing X, which is
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unambiguous. It is shown that X is a code if and only if the flower automaton A% (X) is
unambiguous. Unfortunately, the flower automaton of a language has many states, and
it can be also infinite. To overcome these difficulties, Head and Weber (1993) proposed
an efficient algorithm to test whether a regular language X is a code, that involves the
construction of non-deterministic finite transducer associated with X. In this paper we
consider the different approach proposed in 1996 by McCloskey [5]. The advantage here
is that no hypothesis is required on X, i.e., the algorithm works when X is a regular
language given by a (DFA, NFA | -NFA) finite state automaton A, even ambiguous. The
core of the procedure is the definition of restricted automaton Ag, which is constructed
starting from A in such a way Ag is equivalent to A. Briefly, a finite state automaton A
is a restricted automaton if it is in restricted form, i.e., A has only one accepting state and
there are no e-transitions into that state and no transition on any kind out of that state.
If A is not in restricted form, McCloskey describes how to construct the equivalent A% in
restricted form, avoiding the explosion of the states. However the proof of the equivalence
between A and Ag is not given in [5]. Here we show that the proceduce for constructing
Axr is not complete, by providing a counterexample, and a way to recover the McCloskey’s
algorithm, maintaining the time complexity O(n?), n being the size of A. In the following
we suppose the reader familiar with classical notions in formal language and automata
theory and here we fix only some notations [4]. Let 3X* be the free monoid generated by a
finite alphabet 3 and let X% = 3*\ ¢, where € is the empty word. Furthermore, |w| will be
the length of w € ¥*, | X| the cardinality of X. A code C' C ¥* is a set of words such that
any word in ¥* has at most one factorization as a product of elements in C| i.e., for all
Cly oy CpyCpyeny G € Cwehave ¢ -ocp =)+, =h=Fk, Yie{l,...,h} ¢ =¢
[2]. We denote by DFA (resp. NFA, e-NFA) a deterministic finite state automaton (resp.
nondeterministic finite state state automaton, e-nondeterministic finite state automaton).
We recall that that DFA, NFA and e-NFA accept exactly the same class of languages,
i.e., regular languages. Let us present the McCloskey’s algorithm given in [5] (for details
regarding the correctness see [5]). The algorithm takes in input a finite state automaton
A recognizing X and decides whether X is a code. Let n be the size of A. The Step 2
of Algorithm 1 uses the following definition. A finite state automaton A is in restricted
form if has only one accepting state and there are no e-transitions into that state and no
transition on any kind out of that state [5].

Algorithm 1 [5] Input: A finite state automaton A recognizing X.

e STEP 1. Check whether € € L(A). If is it so, X is not a code (by definition).
This step can be implemented by using a Depth-First-Search visit on (the graph

underlying) A, by considering only the paths labelled by e. This can be done in
O(n).

e STEP 2. Check whether A is in restricted form (this can be trivially done by using
the definition). If it is not so, construct the restricted automaton Ag equivalent to
A. This Step will be discussed in the next section.

e STEP 3. Construct the product automaton A of Ax. We notice that A used
here is a variant of the classical product automaton and classical algorithms can be
applied to construct A in O(n?).



e STEP 4. Find a path in A from the initial state to the (unique) final state, which
passes through a semi-final state, i.e., a state [p,q] in A with p#qand p = f
or ¢ = f, f being the final state of Ag. If such a path exists, X is not a code;
otherwise, X is a code. Also this step can be performed in time linear in the size of

A e, O(n?), as described in [5].

In (Section 4, [5]) the author describes how to make a finite state automaton in
restricted form (A’) in this way. Let S be the set of states of A from which accepting states
are reachable via e-paths, i.e., a path in which all edges are labelled by €. To construct A’,
start with A but make all its states non-accepting. Introduce a new state, f, which will
be the lone accepting state in A. For every transition (p,a, s) in A, where s € S, a € X,
let (p, a, f) be a transition in A’. Clearly, A’ is in restricted form, L(A’) = L(A), and the
size of A’ is bounded above by ¢n, where ¢ is a small constant (and n is the size of A)
[5]. Let us now consider the finite state automaton A reported in Figure 1, recognizing
L(A) = a + aba. 1t is easy to see that A is not in restricted form and if we apply the
above construction, we obtain the finite state automaton A’ in Figure 1 (on the right),
which is in restricted form, but which is not equivalent to A, being L(A’) = a.
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Fig.1: A finite state automaton A4 and its restricted version A’, obtained following the original paper

We recover this construction, by giving a precise description of the construction of Ax.
Let A= (%,Q,0,q), F') be an e-NFA and let Ag = (X,Q,J, qo, F) be an e-NFA defined
as follows: Q =Q' U{f}, f€¢Q, qo=q), F={f},5:Q x (XU {e}) — 29 is defined as
follows: a) for each ¢ € @', for each a € ¥ U € such that ¢ € 5’(q’,a), then ¢ € S(Q’,a).
Loosely speaking, all transitions in A are transitions in Ag. b) for each ¢ € @', for
each a € ¥ such that ¢ € 0'(¢/,a) and g € F’, then f € §(¢,a). Loosely speaking, each
transition that in A reaches a final state in F”, is transformed in a transition that reaches
fin Ag. ¢) Let S C Q' such that for each ¢ € S, we have &(¢',¢) C F'. Let ¢’ € Q'
such that '(¢",a) € S, a € ¥. Thus in Agx we add f € 6(¢”,a). This step allows us to
eliminate the e-paths in A, making the paths end in f. It can be easily checked that Ax
is constructed in O(n). The main problem of the original construction is to consider only
the e-paths (formalized in the item c)), whereas the definition of automaton in restricted
form requires the addition of other transitions (item b)). As an example, if we apply
our construction to the automaton in Figure 1 (on the left), we obtain the equivalent
automaton below which is in restricted form.



Another example is depicted below (on the left the input automaton, on the right its
restricted version).
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In view of the definition, it is easy to see that Az above defined is in restricted form.
By using the classical techniques in formal language theory, we can prove that the finite
state automaton Ag is equivalent to A, i.e., L(Az) = L(A) \ e. In conclusion, having
recovered the Step 2 of Algorithm 1 in time complexity O(n), we have confirmed that
McCloskey’s algorithm allows us to decide whether a regular language recognized by a
finite state automaton of size n is a code in O(n?). Our work has also concerned with
the implementation of the algorithm in Java 6.0, in order to verify its feasibility in the
same time complexity. The executable program (.jar file downloaded from [3]) allows to
have two types of input: the diagram of a finite state automaton and a regular expression
E denoting the language X, which is transformed in a NFA accepting X by using the
classical theorem [4] and thanks to JFlap (http://www.cs.duke.edu/csed/jflap/). Classes
have been also written to perform the translation between the JFlap data structures and
our data structures.
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